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Abstract

In this paper, we discuss whether and how Natural Language Processing (NLP) can be integrated into
the workflows of conventional qualitative research to support the researcher. We focus on textual data
which the researcher wants to analyse using predefined categories. We explore the possibility of car-
rying out the coding step using NLP instead of assigning codes manually. Integrating such models into
the qualitative research process makes the research more accessible and comprehensible for third
parties and can contribute to moving research more into the direction of open science. Our study in-
dicates that the procedure is potentially able to identify the core results. However, the findings also
indicate that there are weaknesses which strongly depend on the specific text and the research ques-
tion under investigation. We find that off-the-shelf language models are not able to distinguish be-
tween related topics as clearly as humans can. Moreover, humans are able to understand and classify
passages which only implicitly refer to a topic. Findings suggest that off-the-shelf language models
frequently fail to identify such passages. We conclude that an important step to reliably apply language
models in qualitative research consists of improving the models. Nevertheless, in their current state,
off-the shelf language models can be used to validate the results obtained by manual coding. This could
make qualitative research more traceable and fully reproducible.

*Corresponding author: Schaffhausenstr. 73, D-72072 Tibingen; philipp.kugler@iaw.edu.

We would like to thank Jens Vogelgesang and all the participants of the ZEW Workshop on “Big Data and new developments
in research data centers 2022” and THE Workshop 2022 for their comments. Elisa Bihrle is acknowledged for excellent re-
search assistance.



1 Introduction

In recent years, methods in Natural Language Processing (NLP), a field of artificial intelligence devel-
oping statistical methods that enable computers to process and analyse vast amounts of text data,
have significantly improved. In this context, Chat-GPT, a chatbot created by the company OpenAl, is
the most prominent example. These advances raise the question to what extent such methods can
support qualitative research.

Generally, integrating such methods into qualitative research is not straightforward, since qualitative
methods consist of a wide range of different concepts and types of data, ranging from text to image
and video data (Hammersley 2013). In this paper, we focus on data that is available in written form
(especially interview data, but also written documents in general), that the researcher wants to analyse
using predefined categories (also known as deductive coding). One popular approach in this context is
content analysis (Mayring 2015, Silverman 2015), which is an important element of the mixed methods
designs in order to analyse research topics in a comprehensive and differentiated manner (e.g., Groe-
newoud et al. 2022, Lindsater et al. 2023, Valzadeh et al. 2020).

In this paper, we pursue two objectives. First, we explore a workflow in which NLP methods can be
integrated into conventional content analysis by taking over isolated tasks that can be monitored and
controlled by the researcher. Second, we discuss whether the approach is viable in practise and pro-
vide some directions for future research to improve it and make it more reliable.

Previous research on integrating NLP methods into qualitative research has focused on statistical mod-
els such as Topic Modelling (e.g., Baumer et al. 2017, Leeson et al. 2019) or Bag-of-Words models (e.g.,
Isoaho et al. 2021) to extract features from textual data. Topic Modelling summarises large amounts
of texts into frequently occurring themes that are clusters of expressions or words. Using this tech-
nique, the researcher cannot influence the topic delimitations as the procedure is unsupervised. More-
over, since only the prevalence of words is considered, information about the context and semantic
meaning of words is lost. The Bag-of-Words model counts the words of a predefined vocabulary in a
document, but still faces identical shortcomings. Mikolov et al. (2013) developed the neural network
Word2Vec which allows to estimate semantically meaningful representation of individual words by
incorporating their surrounding context. To this end, Word2Vec represents each word as a vector of
real numbers, where geometric proximity corresponds to semantic similarity. Thus, compared to pre-
vious models, Word2Vec captures a meaningful representation of language as similar words are close
to each other in a vector space. Besides, the vectorisation of words ensures efficient machine pro-
cessing and allows the application of linear algebra to examine the relationship between words. The
idea of vector representations of words has been developed into more advanced and powerful lan-
guage representation models (Vaswani et al. 2017). As one of the most influential downstream models
upon them, BERT (Bidirectional Encoder Representation from Transformers) performs complex tasks,
such as identifying multiple connotations of language.

Our paper is most closely related to Leeson et al. (2019), which is a proof of concept paper to evaluate
the potential of NLP to analyze qualitative data. They conclude that there are two potential ways to
incorporate NLP methods: either, after coding to check the accuracy of codes, or before coding to
guide the creation of the codebook. In this paper, we go one step further. We analyse whether we can
carry out the coding step using NLP instead of assigning codes manually. To this end, our analysis is
based on Sentence BERT (SBERT), a model that represents entire sentences in a vector space. Com-
pared to fully unsupervised methods such as Topic Modelling, the procedure incorporates all the re-
searcher’s knowledge about the content of the text. By imposing constraints and defining topics, a
researcher narrows down the search space (Yu et al. 2011).



Similar to Leeson et al. (2019), our approach seeks to improve two aspects of qualitative research.
First, conventional qualitative research is time-consuming and labour-intensive (Winter 2000). We ar-
gue that the approach is less time intensive and can help to analyse contextualized, unstructured data
at lower costs, especially when the sample size becomes larger (Abram et al. 2020, Clifford & Marcus
1986). Second, to evaluate the quality of qualitative research, there exist various criteria of goodness
concerning the collection and analysis of data as well as reporting of the empirical findings. In qualita-
tive research, criteria of goodness are not universal, but a matter of discourse related to epistemolog-
ical schools of thought and derived assumptions (Kuckartz 2016). In general, many of these criteria are
desirable but at the same time difficult to realise (O’Connor & Joffe 2020, Stribing et al. 2018). NLP
methods, such as BERT, can facilitate the justification of criteria in an improved manner. In particular,
the intercoder reliability (O’Connor & Joffe 2020, MacPhail et al. 2016, Feng 2015, Campbell et al. 2013)
and intracoder reliability (O’Connor & Joffe 2020) are two core criteria of goodness that are often
considered problematic. This may raise concerns about the reproducibility and consistency of the qual-
itative approach (Abram et al. 2020, Yu et al. 2011). In our approach, the coding process is precisely
documented, making the results more traceable and fully reproducible. Hence, it is easier to credibly
comply with the criteria of goodness that are directly connected with coding data, namely the inter-
coder and intracoder reliability.

In order to assess the viability and quality of the automated encodings generated by SBERT, we use
empirical material from a recent study assessing the reactions and strategies of firms and employees
to the introduction and the subsequent increase of the statutory minimum wage in Germany. Our
analysis draws on one topic discussed in these interviews, namely how the introduction and subse-
guent increases of the minimum wage affects the wage structure of the firms. This question was re-
cently analysed by Koch et al. (2020) using manual coding. Therefore, we are able to compare (1) how
the manual codes deviate from the codes created by SBERT and (2) how the final results derived by
manual coding differs from the results derived by SBERT.

Based on our experience, we believe that outsourcing the coding step has numerous benefits and con-
siderable potential. Although the researcher has to invest some time to get used to the handling of
language models, the coding step with NLP can be less time consuming, especially for a considerable
number of observations and vast amounts of text. More importantly, the coding step is well docu-
mented and easy to replicate, which moves qualitative research more into the direction of open sci-
ence (e.g., Branney et al. 2023, Class et al. 2021, Humphreys et al. 2021). However, future research has
to improve and adjust the language models to the specific topic of the data. Our analysis indicates that
currently, the model struggles to distinguish between related topics as clearly as humans do. Moreo-
ver, humans understand and differently classify passages which only implicitly mention a topic of in-
terest. We find that SBERT often is not able to identify such passages. Both weaknesses undoubtedly
directly affect the quality of the coding. Whether the interpretation and conclusions differ depends on
the exact texts and research question. In our specific case, the results derived by manual coding and
those derived by SBERT do not substantially differ. In our opinion, this is impressive given that we use
a general version of SBERT off-the-shelf without fine tuning it to the specifics of the data, which is
usually done (e.g., Lee et al. 2020; Sun et al. 2019).

The paper is structured as follows. Section 2 describes the procedure. In section 3, we conduct a case
study to analyse whether automated encodings using SBERT are viable in practise. Finally, section 4
discusses the results and outlines some perspectives for future research.

2 Analysing text data with known topics

The goal of this paper is to discuss whether and how NLP methods can be incorporated into qualitative
content analysis when the researcher has knowledge about the topics that are prevalent in the text



and intends to encode them using a predefined code system. We propose to apply a procedure that
directly fits into conventional qualitative workstreams. Thereby, the coding step is carried out with NLP
methods.

First, we divide the text into small parts, for example into sentences. Second, we encode each sentence
of the text as well as the predefined topics of the code system into a numerical vector to ensure ma-
chine readability. Third, we assign a predefined topic to each sentence exploiting the properties of
machine-readable encoding. Finally, we can proceed as usual with analysing the encoded sentences.
In the following, we explain how the sentences are encoded (section 2.1) and how codes are assigned
to these sentences (section 2.2). Finally, we summarise the procedure (section 2.3).

2.1 Representing text with BERT

Generally, computers or statistical models are not able to read text in the same sense humans do.
Therefore, it is imperative in NLP to explore ways for presenting text in a machine-readable format.
Recently developed models are built on the idea of the distributional hypothesis from linguistics (Ju-
rafsky & Martin 2021). The hypothesis states that words which share similar contexts tend to have
similar meanings. For example, synonyms such as “car” and “automobile” are likely to have common
surrounding word environments. Therefore, state of the art models represent text as numerical vec-
tors which encode the contextual surrounding of the word. Such vectors are called embeddings. For
example, the popular neural network model Word2Vec (Mikolov et al. 2013) represents a single word
as a vector of probabilities. The model predicts the likelihood for every word in a defined vocabulary
to occur in the surrounding context of the word of interest. Comparing word embeddings with each
other cannot only provide information on the similarity or dissimilarity of the words’ meaning, but the
difference of word embeddings is itself a vector which can have semantic meaning. The resulting geo-
metric space of adding the embeddings of the words “London” and “Germany” and subtracting “UK”
is close to the representation of “Berlin”.

For an embedding to be meaningful, the model has to take into account that words can have diverse
semantic meanings. For example, in the sentences “| left the event at the river bank” and “l turned left
into the bank to get cash”, the meanings of the words “left” and “bank” depend on their context.
Whereas humans can easily identify the meaning of the words, a statistical model needs to follow a
defined pattern. Early models were only able to read the sentence from one direction. However, if the
words were mapped to their embeddings from left to right, the encoding model would not know which
semantic meaning of the word “bank”, i.e., “bank/waterside” or “bank/cash-machine”, would be cor-
rectly meant. The language representation model BERT (Bidirectional Encoder Representations from
Transformers) is able to encode a word by jointly depending on the left and right context (Devlin et al.
2018). Its improved performance compared to other models on a variety of different NLP tasks, such
as answering questions and translation, has stirred up the machine learning community.

When analysing textual data, we are often not interested in the meaning of a single word, but in a set
of connected words such as a sentence or a series of sentences. A naive approach would be to repre-
sent each sentence by pooling (for example averaging) the word embedding of all words in a sentence.
However, this does not work well in practice (Reimers and Gurevych 2019). Therefore, we rely on Sen-
tence-BERT (SBERT, Reimers and Gurevych 2019), a model that fine-tunes the pooled embeddings ob-
tained from BERT to increase semantic richness.! Further, SBERT is computationally rapid and cheap.

! To be precise, we used Cross English & German RoBERTa fine-tuned from Philip May and open-sourced by T-
Systems-onsite: https://huggingface.co/T-Systems-onsite/cross-en-de-roberta-sentence-transformer.
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2.2 Encoding text without labels

After the embeddings of each sentence are computed by SBERT, we want to assign each sentence a
predefined code. We follow recent work that shows that language models can handle tasks for which
they were not explicitly trained for (see for example Radford et al. 2019). The approach can be consid-
ered as a zero-shot learning approach, i.e., an approach that is able to recognize new concepts by
simply describing them (Romera-Paredes and Torr 2015). In our case, this means that we want to pre-
dict the code of a sentence only based on the description of that predefined codes. Since the descrip-
tion of the codes consist of pure text, we can proceed in an identical way as for the sentences and
embed both sentences and codes into the same vector space using SBERT. Therefore, in this step, the
predefined codes need to be operationalised by describing the topic they are referring to. Afterwards,
SBERT is used to compute the embedding of the description. We assign a code to a sentence when
both are semantically close to each other and therefore likely to concern the same topic. As described
above, comparing the embeddings with each other provides information on the similarity or dissimi-
larity of the sentences’ meaning. Therefore, we compute the cosine similarity between the embedding
of the code and the embedding of the individual sentences. The cosine similarity is a measure of the
similarity of two vectors that depends on the angle between them. The cosine defines a range between
-1, indicating the opposite meaning and 1, indicating the same meaning of the two sentences. A pre-
defined code is assigned to a sentence if they are similar in terms of the cosine similarity. Algorithm 1
summarizes this procedure.

Algorithm 1: Analysing text data with known topics

Algorithm

1: Partition the texts into small parts. It is convenient to use sentences, since the input of SBERT is
limited to 512 tokens, which roughly correspond to words.

2: Compute the embedding of each part.

3: Operationalise the topics, i.e., the conventional codes the text is about and compute the em-
bedding of each topic/code.

4: For each topic/code, compute the cosine similarity for each sentence. Assign the code to those
sentences that are similar given a chosen minimum threshold similarity.

5: Analyse the coded text in the conventional manner.

2.3 Practical issues

The procedure raises some issues that the researcher has to address. First, the method heavily relies
on the operationalisation of codes. If the quality of the operationalisation is poor, the assignment pro-
cess will also be poor. If operationalization is too vague, then assigned codes will be too imprecise.
Moreover, the procedure is difficult to apply when codes are semantically similar. There are no clear
rules and specification on how topics must be defined and how semantically different topics should be
framed in order to be distinguished. To obtain a well-defined operationalisation, the researcher has to
become familiar with the ways language models practically work. We therefore recommend experi-
menting with the model before starting the analysis. Second, the procedure analyses each sentence



independently. However, the context, i.e., the surrounding sentences, is usually important to com-
pletely understand the sentence. Thus, in our application, we do not only assign codes to a single sen-
tence, but also to the five sentences preceding and following the encoded sentence. Third, the simi-
larity between code and sentence is represented by the cosine similarity, i.e., a continuous number.
The lower the number, the greater the dissimilarity between the code and the text partition. However,
a binary decision is needed to code the sentence (similar or not similar). The decision, which numerical
value still indicates similarity is an individual decision, the researcher has to make since there is no
general cut-off threshold. Rather, it depends on the specific topic and text.

3 Are automated encodings using SBERT viable in practice?

In general, the performance of our procedure is difficult to measure since the process of coding is
always subjective and there are no objective encodings.? Nevertheless, we need to obtain a better
understanding of how the zero-shot learning approach described in section 2 works and whether it is
viable in practice. In order to assess the integrity and quality of the automated encodings generated
by SBERT, we compare the results derived from this approach with those derived from a conventional
approach (i.e., manual coding). To this end, we use a selection of our material to analyse (1) how the
manual encodings differ from the encodings made by SBERT, and (2) how the final results derived by
manual encoding differ from the results derived by SBERT encodings.

More precisely, we use empirical material from a recent study assessing the patterns of reaction and
strategies of firms and employees in the context of the introduction and the subsequent increase of
the statutory minimum wage in Germany (Koch et al. 2020). The following analysis is based on 60
literally transcribed guided interviews with firms’ management or staff departments. They have been
conducted by telephone or personally between May and September 2019. On average, the interviews
took 44 minutes and contain 8,400 spoken words. The interviews are based on a comprehensive inter-
view guideline comprising various topics concerning the reactions and the behaviour of firms to the
minimum wage as well as firms’ strategies to cope with the minimum wage. In order to identify and
clarify the commonalities and the differences between the results of the (already existing) manual
coding and the automated coding by SBERT, we focus on one specific topic of the interviews — namely
the effects of the minimum wage on the internal wage structure of firms.

3.1 The minimum wage and internal wage structures

From the perspective of an affected firm?, both the introduction as well as every subsequent increase
of the minimum wage causes at least an increase of the wages of the employees directly affected by
the minimum wage. Moreover, the overall wage structure of a firm employing both affected and non-
affected workers changes. If the firm does nothing else than complying to the legal requirements, the
wage differences between affected workers (rising wages) and non-affected workers (unaltered
wages) diminish. Furthermore, all employees who previously earned wages below the new minimum
wage level will now earn at least the minimum wage. As a result, any former wage differentiations
between these employees may cease. To analyse how firms cope with these changes in the overall

2 |n purely qualitative research, the intercoder reliability serves as a measure or process to ensure comparabil-
ity of results between different individuals coding the same text (Campbell et al., 2013; MacPhail et al., 2016;
O’Connor & Joffe, 2020).

3 We call firms ,affected by the minimum wage” if they have at least one employee with a wage below the min-
imum wage at the time of its introduction or the subsequent increases.
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wage structure, Koch et al. (2020) develop a mainly deductive coding scheme complemented by selec-
tive inductive elements (as it is usually done when conducting a content analysis). Independently from
these coding schemes, we operationalise each reference in the guideline as an input to SBERT. Table 1
summarises the relation between the guideline, coding scheme by Koch et al. (2020) and the defined
topics for SBERT. While topics in SBERT almost entirely consist of buzzwords, the coding scheme used
by Koch et al. (2020) is more detailed, contains further explanations and includes more context infor-
mation. These differences in coding schemes make the differences in their operation very clear. SBERT
solely relies on a measure of semantic similarity. In the course of conducting the study, we found that
further information and clarification introduce disturbance in the embeddings. In contrast, further in-
formation and clarification is beneficial, or even necessary for humans to decide whether and how text
passages should be encoded.

Table 1: Operationalization of the coding scheme

Topic in Guideline

Topic in SBERT

Coding scheme in Koch et al. (2020)

Development of the
wage sum and affected
wage groups

Minimum wage ad-
justment, wage in-
creases, wage or sal-
ary of employees
above the minimum
wage

Immediate change in wage costs or wages due to the
introduction or increase of the minimum wage (so no
wage reactions here), amount of wage difference
(bite) (hourly wage before/after increase/introduc-
tion of minimum wage), number (or proportion of the
total workforce) of employees directly affected by
the introduction or increase in the minimum wage

Changes of employees
not directly affected by
the minimum wage,
overall internal wage
structure, gaps be-
tween wage groups

Wage hierarchies
and inner-company
wage structure, dis-
tances between
wage groups

Pay gaps between individual departments, functional
and job levels, gender, (age) cohorts, etc., entire
company wage structure, wage cuts for employees
with hourly wages above the minimum wage,
measures to restore wage gaps

Changes regarding the
documentation and re-
cording of working
hours

Effort for the imple-
mentation of the docu-
mentation and record-
ing of working hours

Duty of documenta-
tion and recording
of working time,
electronic cash reg-
ister systems, pay-
roll accounting

Additional effort due to the documentation require-
ment (hours per week / month / year) coping with the
additional effort (more staff, external consultants,
digitization of the recording, etc.)

3.2 Comparison with SBERT

3.2.1 Comparing the encodings

First, we compare the SBERT encodings with the human encodings by Koch et al. (2020). The results of
this comparison are presented in Figure 1. Each row depicts one interview. Coded areas are marked
by colours and the colour shows the origin of the encoding. Yellow bars indicate human encodings.
Depending on the similarity measures, encodings from SBERT are either blue, red or purple. Blue areas
show SBERT encodings which are highly similar to the operationalization (cosine similarity of > 0.6)
and the red colour indicates encodings that are quite similar to the operationalization (cosine similarity



between 0.55 and 0.59). Areas encoded in purple indicate that texts are more distant to the opera-
tionalization, but still meaningful (cosine similarity between 0.49 and 0.54). Hatched areas mark an
overlapping between a SBERT and human encoding.

The results show some overlaps between SBERT and human encodings (hatched areas). However,
quite often text passages do not overlap at all (coloured areas). The number of SBERT encodings not
corresponding to a human encoding depends on the exact threshold. Mostly, these are passages that
are rather distant to the operationalization (i.e., purple), e.g.: “In the end, the employee certainly ben-
efits from the fact that he has more in his hands with the rising minimum wage, be it twelve euros or
whatever. [...] In the end, the whole thing is financed by the worker himself, in that he has higher ex-
penses for his daily life, so that everyone else around him can also pay the increased wages, which have
to be maintained through hierarchies and distances. In principle, we are only turning the inflation
screw. Nothing more” (interview 4). In some cases, encodings are very close to the operationalization
in terms of the cosine distance. It turns out that these text passages discuss topics such as work organ-
ization, working time or even general assessments of the minimum wage. For example, SBERT assigns
a code with a high proximity to the operationalisation, even though there is no specific connection to
a wage hierarchy in terms of content: “Let's say, helpers or assistants who help me a lot before Christ-
mas are for the most part from my circle of friends and acquaintances, of course not so much changes,
because the wage is secondary, yes? And from that point of view, of course it's a matter of whether I've
done an hour more or an hour less at Christmas, it doesn't really matter” (Interview 51).

There is no doubt that these topics (or words used when someone talks about these topics) have some
semantic relation with the topic of adjusting wage structures. However, in terms of content, these
topics crucially differ from each other. For example, SBERT coded the following quote from a small
farm in the context of wage hierarchies, even though it is about holiday entitlements of temporary
workers as a consequence of the minimum wage law: , Well, they get the 10 euros for the hour and of
course they get all these holiday entitlements. Of course, this is calculated much more accurately than
before. Before, of course, someone who, | know, had only been a student for two months or half a year,
who had helped out somewhere, had no holiday entitlement calculated. [...] Of course, you have to
calculate exactly how much holiday entitlement he would have had during that time.” (Interview 58).

Moreover, there are human encodings without any overlapping SBERT encoding. It is noticeable that
SBERT has not assigned an encoding to passages in which wage structures are described more implic-
itly, without relying on vocabulary that specifically points to such a topic. Thus, the following passage
from a call centre was coded by a human, but not by SBERT: “What we had to do when we introduced
the minimum wage, we had to make much more of a one-size-fits-all. [...] What we had to do was to
distribute it differently, so that employees who were not so good and more or less took it easy earned
more than before and others who had earned a lot before due to their good performance had to cut
their bonuses” (Interview 20). This quote illustrates changes in the wage structure without explicitly
naming them as such and therefore couldn’t be detected by SBERT.

In summary, the results show that zero-shot learning is able to detect similar encodings compared to
humans. However, off-the shelf language models like, non-fine-tuned SBERT, have considerable weak-
nesses. First, they are not able to distinguish between crucially different topics that rely on words that
are semantically quite close. Second, the language model is not able to detect text passages where the
topics are discussed more implicitly.



Figure 1: Comparison between manual and automated encodings
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3.2.2 Comparing the findings

In this section, we compare the final results obtained by manual coding described and analysed in Koch
et al. (2020) with those obtained by encoding via SBERT.

As wage differences between employees reflect differences between the employees’ qualifications,
occupations, tasks, competencies and personal characteristics, a modification of the firm’s internal
wage structures (i.e., the distances between different wage groups) might be undesirable and disad-
vantageous in the view of the firm. In this sense, Koch et al. (2020) find that firms which adjust wages
exclusively for workers affected by the minimum wage, report that it has become more difficult (i.e.,
more expensive) to reflect the performance and the qualifications of employees in their compensation.
Other firms with a similar behaviour report declining job satisfaction, especially of higher qualified
employees, a decline in team spirit and, ultimately, a deterioration in the working atmosphere. Such
firms fear an increasing exit of skilled workers that do not benefit from the minimum wage. Other firms
state that issues also emerged with regard to differentiations between marginally employed workers
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and workers subject to social insurance contributions, as the former usually do neither pay any taxes
nor contributions to social insurance and thus frequently have significantly higher net wage gains than
the other group (cf. Koch et al. 2020, p. 56f).

If, on the other hand, firms try to keep wage structures unaltered, they either face increasing personnel
costs due to the wage adjustments in the higher wage groups, or they have to take organisational
measures or precautions in order to be more efficient and to thereby avoid or compensate the rising
wage costs. For instance, firms report that poorly qualified workers with low wages even have been
dismissed due to the huge lack of the quality of their work in comparison to other (low wage) workers.
Some firms adjusted the wages of employees, not directly affected by the minimum wage, gradually
or with a delay. Other firms report that they changed their whole pay scheme, e.g., by strengthening
performance-related compensation (cf. Koch et al. 2020, p. 59ff).

Although encodings differ between SBERT and those made by Koch et al. (2020), the analysis leads to
the same conclusions. In our case, there is a clear intersection between the findings of both, SBERT
and manual encoding. This includes especially the core findings by Koch et al. (2020) concerning dimin-
ishing illustration of qualification levels in earnings, negative effects on general working atmosphere
in the firms and declining job satisfaction of workers that earn more than the minimum wage. There-
fore, we can conclude that SBERT identifies the same core results as Koch et al. (2020).

However, there are some results that deviate. Using SBERT, we do not find results that are only mar-
ginally related to the change in wage structures (e.g., the dismissal of workers according to their
productivity). Moreover, as indicated above, SBERT relates some findings to wage structures that de-
viate from the core understanding of the specific topic. We also obtain findings that relate to the gen-
eral increase of wages or special payments.

In summary, the comparison identifies two issues. First, language models cannot distinguish between
related topics as clearly as humans. This is because language models are only based on the semantic
distance, which does not necessarily intersect with a human’s core understanding and definition of a
topic. Second, humans, in contrast to language models like SBERT, understand and classify passages
which only implicitly mention some topic. These weaknesses undoubtedly directly affect the quality of
the coding. Whether the interpretation and conclusions differ depends on the exact text and research
question. In general, only the latter issue leads to an incomplete picture, since some relevant passages
might not be encoded. The first issue only leads to an excess amount of encoded passages which are
not relevant for interpretation and have to be ignored or “decoded” by the researcher. The second
issue might lead to wrong conclusions because of sloppy coding. In our application, the differences in
SBERT encoding and manual encoding are rather large, whereas the first issue is particularly prevalent.
However, through “decoding”, the interpretation and conclusions reached from the relevant encod-
ings do not crucially differ from the results elaborated by Koch et al. (2020).

4 Discussion and perspectives

This paper explores and discusses if and how statistical language models can be used for coding text
data. The method directly fits into the conventional procedures of content analysis since it replaces
the coding step usually executed manually by a researcher with a language model. Applying the pro-
cedure enables researchers to analyse large amounts of text data without losing the in-depth view,
which distinguishes qualitative research from other disciplines. Moreover, the coding step can be fully
understood and replicated by a third party, which is a crucial criterion of goodness (i.e., inter- and
intracoder reliability). Therefore, we think that integrating language models into the qualitative re-
search process makes the research more accessible and comprehensible for third parties and can help
to move research more into the direction of open science.
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Our study indicates that the procedure is potentially able to identify the core results. However, the
results also show that there are weaknesses that strongly depend on the exact text and research ques-
tion. We find that off-the-shelf language models cannot differ between related topics as clearly as
humans. This is because language models are only based on the semantic distance, which does not
necessarily intersect with a human’s core understanding and definition of a topic. Moreover, humans
understand and classify passages which only implicitly mention some topic. We find that SBERT often
is not able to identify such passages. This weakness poses a great risk of overlooking relevant text
passages.

In general, these weaknesses can be partly addressed by choosing a well-considered operationalisation
of topics. However, our study indicates that this might not be enough. One important step to reliably
apply language models in qualitative research consists of improving the models. In this paper, we only
use an off-the-shelf version of SBERT which was trained on many different texts — given that, the results
are impressive in our opinion. When analysing specific data, one might account for the nature of it. In
our case, we might account for slang, incomplete sentences, idioms and, most importantly, the special
vocabulary that often occurs in the context of labour market research. For example, BioBert (Lee et al.
2020) was developed to analyse biomedical text data. Training such a model goes beyond the scope of
this explorative paper, but should be added to the future research agenda on integrating NLP methods
into qualitative research. Nonetheless, we conclude, that in their current state off-the-shelf language
models can be utilized to validate the results obtained by manual coding. This could make qualitative
research more traceable and fully reproducible.
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